NVIDIA HGX-2
FUSING HPC AND Al COMPUTING
INTO A UNIFIED ARCHITECTURE
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EXPLOSION OF NETWORK COMPLEXITY

Al models are becoming increasingly complex and diverse, from translating
languages to autonomous driving. Solving these models requires massive compute
capability, large memory, and extremely fast connections between the GPUs.

Convolutional Networks Sequence & Attention Networks Generative Adversarial Networks

—

== r =

Encoder/Decoder ReLu BatchNorm 3D-GAN MedGAN ConditionalGAN
O O o 0 é\ lID
% & i e
Loiss i
Concat Dropout Pooling CTC Attention Attention Speech Enhancement
Reinforcement Learning New Species
[T e == -
- L1 LT } rrrrr
L L [& = —— ]
& ¢ o—O0
s =
. e =3
s {li | & i i a
B DX =5
DQAN Simulation Mixture of Experts Neural Collaborative Filtering
28

]
DDPG Block Sparse LSTM /

RECORD PERFORMANCE

The HGX-2 platform is powered by NVIDIA NVSwitch™ which enables
every GPU to communicate with every other GPU at full bandwidth of
2.4TB/sec to solve the largest of Al and HPC problems.
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EMPOWERING THE DATA CENTER ECOSYSTEM

NVIDIA works with a wide range of partners to deliver the ideal Al and HPC
solution. With HGX-2, they can now integrate a state-of-the-art platform
Into their servers to advance the data center ecosystem.
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